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Abstract

Reliable cloud microphysical measurements can lead to a better understanding of the development of precipitation and cloud radiation. However, imaging of cloud particles with sizes $< \sim 200 \mu m$ has been limited to small (collected) samples of high-quality photographs or large quantities of poor-quality digital images. Here we introduce two new instruments with demonstrated abilities for improved measurements of cloud drop spectra, liquid water content and digital imaging of the size and shape of small ice crystals. The first instrument uses digital holography to increase the sample volume over that possible with in-focus imaging of small particles. The digital holograms can be processed automatically and are expected to reveal the size and shape of small ice crystals, and the three-dimensional concentration, spacing and liquid water content of cloud drops. The second instrument measures cloud drop spectra and liquid water content from high-resolution measurements of forward-scattered light from an ensemble of drops. This eliminates inherent problems of coincidence and the small sample volume associated with single-drop measurements of drops. The theory of measurement and results from tests of both instruments are presented.

1. Introduction

The 1970's saw the introduction of the Particle Measuring Systems (PMS) airborne optical spectrometers for atmospheric research (cf., Knollenberg, 1981). Particle spectrometers employing optical scattering and imaging techniques have been installed on many research aircraft and analysis of collected data has done much to increase our understanding of cloud microphysics. However, careful analysis of the data shows that improvements in the measurements are still needed.
to explain certain critical microphysical processes in clouds. Some examples follow:

Development of the drop spectra in cumulus clouds plays an important role in the formation of precipitation via the warm-rain (coalescence) process (Beard and Ochs, 1993). Yet, measurements of drop spectra are still limited to fairly good estimates from tedious analysis of samples, such as collected on soot-coated slides (Baumgardner, 1983), or high-rate measurements from optical probes such as the PMS Forward Scattering Spectrometer Probe (FSSP), which is subject to some significant measurement uncertainties (Baumgardner et al., 1985; Cooper, 1988; Brenguier, 1989). A promising alternative to the FSSP for sizing cloud drops is the new Aerometrics Phase Doppler Particle Analyzer (PDPA). The PDPA has been shown to reliably size drops in sprays (Bachalo and Houser, 1984; Oldenberg and Ide, 1990), however, an airborne version has yet to be flown. Both the FSSP and PDPA use single-particle measurement techniques. Therefore, they are limited to very small sample volumes which restrict their ability to measure the "tail" of the drop spectra, the region which is most influential in coalescence. The Malvern particle sizer (Swithinbank et al., 1977; Hirleman et al., 1984) does not suffer from the problems associated with single-particle measurement, but it has only been used in ground-based measurements of industrial sprays. Also, the data processing software is proprietary, which is not attractive for research applications.

Entrainment and mixing has a measurable effect on cloud liquid water content (LWC), the lifetime of cumulus clouds and the development of precipitation (cf., Cooper and Lawson, 1984). Blyth (1993) argues that entrainment and mixing influences the development of cloud particles and precipitation in a major way. One method of investigating the entrainment and mixing process is the effect it has on the evolution of drop spectra (Baker et al., 1984) and another is the spacing between the drops themselves (Baker, 1992). However, limitations of the FSSP (the current instrument of choice for these studies) makes it difficult to interpret the measurements and understand the physics of the process.

Hot-wire instruments currently used to measure LWC are also subject to significant measurement limitations (e.g., Strapp and Schemenauer, 1982; Biter et al., 1987). Newer optical techniques have been developed (e.g., Blyth et al., 1984; Gerber, 1992), however, these instruments have yet to be rigorously evaluated in an airborne environment. Reliable measurements of LWC are needed for studies of the development of precipitation, aircraft icing, cloud chemistry and cloud radiation.

The cold rain precipitation process is initiated by the formation of ice in clouds (cf., Pruppacher and Klett, 1978). The cold-rain process is thought to be responsible for much of the precipitation over continental regions outside of the tropics, for example, the high plains in the western United States (Dye et al., 1974). However, the detection and identification of ice crystals with sizes < ~200 μm is not possible with optical imaging instruments currently used for that purpose, such as the PMS optical array probes (Heymsfield and Baumgardner, 1985).

Also, while collection and analysis of small ice crystals on slides provides good
photographic detail of the crystals themselves (Cooper and Vali, 1981), the analysis process is tedious and the spatial resolution in cloud is poor. Since the cold/rain process may often start with the formation of small ice crystals, a measurement of the size, shape and location of these particles could lead to a better understanding of the physics associated with cold rain. Quantification of the size and shape of small ice particles will also lead to better estimates of the radiative effects of cirrus clouds (Dowling and Radke, 1990; Heymsfield et al., 1990; Wielicki et al., 1990).

Thus, the current technology for measuring small (<200 μm) cloud particles is limited to fairly good measurements with coarse spatial resolution (using collection techniques), or high-rate measurements which contain significant uncertainties (using optical techniques).

Here we introduce two new optical instruments that are designed to provide improved measurements of cloud drops and ice crystals. The first of these is a Digital Holographic Imaging System (DHIS) which is capable of making shadowgraphs with very fine (order few μm) size resolution of ice particles and cloud drops. The DHIS can also measure the size and three-dimensional spacing of cloud drops (and thus the LWC). The second instrument measures the forward-scattered light from an ensemble of cloud drops. The measurements of scattered light intensity are made with an angular resolution of 0.035° and (independent) computations of LWC and drop spectra are made in software.

2. Digital Holographic Imaging System (DHIS)

2.1. Depth of field

Shadow images of cloud particles can be generated by casting laser light on an object and recording the image using an array of photodiodes. Knollenberg (1970) measured the depth of field (DOF) for oblique spheres using an isodensitometer in the laboratory and found

\[ \text{DOF} \approx \frac{6r^2}{\lambda}, \]

where \( r \) is particle radius, \( \lambda \) is the wavelength of coherent light, and here, \( \text{DOF} \) is the in-focus image.\(^1\) The \( \text{DOF} \) and therefore the sample path decrease with the square of particle size. For example, using Eq. (1) with \( \lambda = 0.78 \) for particles with \( d = 2r = 5 \) μm, the \( \text{DOF} \approx 50 \) μm and for \( d = 50 \) μm the \( \text{DOF} \approx 5 \) mm. Thus, limiting the sample path of an airborne cloud particle spectrometer to the optical \( \text{DOF} \) generally results in a very small sample volume, while alternatively, accepting particles outside the \( \text{DOF} \), results in large uncertainties in the sizing and concen-

\(^1\) Korolev et al. (1991) put Knollenberg's work on a more sound theoretical basis and expanded the measurements.
tration of smaller particles (cf., Heymsfield and Baumgardner, 1985; Korolev et al., 1991).

An attractive alternative to in-focus imaging of cloud particles is the use of in-line holography. In-line holography was originally developed by Gabor (1949) to improve the resolution of electron microscopy. The process uses a single coherent (laser) light source and numerically recovers the images from the (predictable) interaction of the undeviated laser beam and light scattered from the particles. The images are actually diffraction patterns, so that the holographic DOF can be much larger than that for in-focus imaging. Cormack and Lawson (1993a) show that the DOF for a Gabor holographic imaging system using a pulsed laser can be expressed as

$$DOF = L_{coh} \frac{\sqrt{1-NA^2}}{1-\sqrt{1-NA^2}},$$

(2)

where $NA = \sin(\theta_{max})$ is the numerical aperture of the system, $\theta_{max}$ is the largest angle from the optical axis that a ray can have and still traverse the optical system, and $L_{coh}$ is the coherence length of the laser. For the small apertures required by a solid-state television camera ($\theta \leq 4^\circ, NA \leq 0.07$), we can approximate Eq. (2) by

$$DOF \approx \frac{2L_{coh}}{NA^2} \geq 400 L_{coh}.$$  

(3)

For the high-power (2→50 W) laser diodes used in the DHIS, $L_{coh} \approx 0.5$ mm resulting in $DOF \approx 200$ mm. Thus, from Eq. (1) and Eq. (3) it can be seen that compared with a conventional imaging system, the DHIS extends the DOF for particles with diameters < 30 $\mu$m by three orders of magnitude. Because the DOF is usually the limiting factor in defining the sample volume of an airborne imaging instrument, the DHIS can achieve a substantial increase in sample volume for imaging small cloud particles.

2.2. Description of instrumentation

The DHIS uses digital techniques to record in-line holograms and reconstruct images. The DHIS optical system is shown schematically in Fig. 1. Light from the pulsed laser diode is spatially filtered by focusing the beam through a 100 $\mu$m pinhole before collimation, thereby improving the laser output by removing some of the multi-mode structure, producing a more uniform beam. The light then passes through the sample volume before being condensed onto a Charge Injection Device (CID) camera (Cidtek CID2250) with a 512×512 array of photodiodes. The camera lens system consists of two lenses spaced by the sum of their focal lengths, with a $NA$-limiting aperture at the common focal plane. This telecentric configuration has the property that the size of the image does not change with object distance. This eliminates the need for scaling the images, a time-consuming operation that often results in loss of information. The magnification of
the lens system is numerically equal to the ratio of the focal lengths of the input and output lenses.

The sample volume for a DHIS with a $512 \times 512$ array is $(512 \times x)^2 \text{DOF}$, where $x$ is the desired particle size resolution. The entire CID array can be read at a frame rate of $30 \text{ s}^{-1}$ using a commercial frame grabber and video cassette recorder (VCR); however, custom $512 \times 512$ cameras and recorders with frame rates up to $240 \text{ s}^{-1}$ are obtainable. A constant frame rate is used for studying fields of cloud drops where the concentrations of particles are relatively high (say, $>10 \text{ cm}^{-3}$) so that periodic recording always includes frames with cloud drops. Alternatively, a portion of a CID array can be read and the entire array reset in preparation for the next image, and this cannot be done with a charge-coupled-device (CCD) array. This latter technique can be used to reduce dead time during readout and effectively increase the sample volume for sparse populations of small ice crystals. In the DHIS, this is accomplished by a particle detection system positioned upstream of the holographic imaging system. This feature is especially useful in measuring low concentrations of small ice crystals, such as found in cirrus and newly-developing cumulus clouds. With the particle detection system, the DHIS is capable of acquiring particles with a mean size of $200 \mu m$ at a rate of about $100 \text{ s}^{-1}$. For real-time applications, a PC-486 computer is interfaced through a digital camera input board and contains a co-processor board. This type of system can reconstruct images from holograms and display them in real time.

2.3. Reconstruction of holograms

Cormack and Lawson (1993a) develop equations that describe both optical (i.e., film) and digital holographic systems. They then numerically simulate the systems and compare the results. When a hologram is recorded digitally, image reconstruction techniques are not limited to simulating optical reconstruction methods. The overall result is that the background variations in the digital hologram are removed, the object wave is distortion-free, and the (already small)
diffraction pattern overlay is reduced by division with the (larger) background (Cormack and Lawson, 1993a).

Fig. 2 shows a laboratory test set-up of the DHIS. The optics shown schematically in Fig. 1 were implemented with Spindler & Hoyer microbench components on an optical rail. (For tests in a wet wind tunnel, the microbench components were also placed in an airfoil strut similar to the installation of the Cloud Drop Spectrometer shown in Fig. 12.) To test the recovery of images from holograms at the limiting resolution of the optical system, images and holograms were made of a 5 μm diameter wire. The image of the wire is precisely one pixel wide on the CID camera, and represents the designed limit of resolution of the optical system. Fig. 3a shows the in-focus image of the wire. Fig. 3b is the hologram of the wire at a distance of 5 mm, Fig. 3c is the image digitally re-constructed from Fig. 3b and Fig. 3d is the inverse of Fig. 3c. The full resolution of the in-focus image is recovered in the image re-constructed from the hologram, and there is no observable ghosting or other artifacts due to aliased detection of the hologram. The resolving power of the digital holographic system is ultimately a function of the optics and wavelength of the light source; a size resolution of ~2 μm is achievable with common laser diode sources.

Fig. 4 shows an in-line hologram of a water suspension of 30 μm polystyrene spheres in a spectroscopic test cell. The ring patterns are caused by the interference between the Fresnel diffraction patterns of the spheres and the un-diffracted

Fig. 2. Photograph showing Spindler–Hoyer microbench optical components system used to construct DHIS in the laboratory. Pulsed laser diode is at left side of optical rail, sample volume is in the middle and CID camera is at the right side of rail.
background beam. The upper image in Fig. 5 shows a section of the hologram shown in Fig. 4 taken from the near the upper right corner. The lower two images in Fig. 5 show two different techniques of extracting the images from the hologram digitally. The left image (labeled "Optical" Process) is a digital simulation of the process of optically re-creating an image from a hologram. Essentially, the Huygen-Fresnel equation (Born and Wolf, 1965) was applied directly to the stored hologram image. This image compares well with actual images from similar holograms recorded on film and reconstructed optically (e.g., Grabowski, 1983). The right image (labeled "Digital" Process) shows the very large increase in Signal/Noise (S/N) that can be achieved by using the modified digital hologram. Fig. 6 shows surface plots of the lower images in Fig. 5. The point-of-view of these plots is looking down from above the top left corners of the lower images in Fig. 5. The surface plots show dramatically how much the S/N is improved by digital processing. Fig. 7 shows a three-dimensional re-construction of the size.
and spacing of the polystyrene spheres from the hologram shown in Fig. 4.

The improved S/N seen in Fig. 6 enables for the first time reliable automated processing of the size and location of cloud drops in a hologram. This is an important consideration because manual processing of 11 of data often requires days or even weeks (cf., Kozikowska et al., 1984; Trolinger, 1985; Brown, 1989). Previous attempts to automatically process optical holograms (e.g., Bexon et al., 1976; Zarschitzky, 1985) have often yielded unreliable results because of the in-

---

2 A recent processing advancement using digital TV to capture and view optical holograms was achieved by Bormann and Jaenicke (1993). They found that this reduced analysis time slightly and the minimum detectable droplet diameter from about 12 \( \mu \text{m} \) (Brown, 1989) to about 6 \( \mu \text{m} \). However, the S/N was still inadequate to automatically identify the particles and drops with diameters < 10 \( \mu \text{m} \) required increased post-processing magnification and special human attention.
Fig. 5. Portion (top) extracted from upper right part of hologram shown in Fig. 4 and comparison of images reconstructed using (lower left) optical and (lower right) digital processes (image recovered using digital process shown in reverse video).

herent low S/N (Bormann and Jaenicke, 1993). An example of a hologram and a three-dimensional reconstruction of water drops in motion captured by the DHIS in a small wind tunnel is shown in Fig. 8. An automated three-dimensional numerical reconstruction of the size and location of the drops is possible because of the strong S/N seen in the surface plots and reconstructed images of the drops, as shown in Fig. 9. The height and consistency of the S/N seen in Fig. 9 strongly suggests that reliable automated processing of DHIS holograms of cloud drops is obtainable. The accurate drop sizing and concentration obtainable from measurements such as shown in Fig. 8 can provide excellent “what-you-see-is-what-you-get” (WYSIWYG) measurements. With a 5 μm (pixel) resolution, the DHIS is capable of about 2 μm drop-size resolution. This sub-grid resolution is possible because the light intensity received on each pixel is digitized to one part in 256
and the level of charge in the pixels that are not saturated (in the reconstructed in-focus image) can be analyzed to estimate the sub-grid contribution to drop size. The snapshot WYSIWYG measurements should provide valuable baseline calibrations of continuous measurements of LWC and drop spectra from other instruments. In addition, automated analysis of fields of cloud drops (such as shown in Fig. 8) may facilitate investigations of the mixing process using three-dimensional analyses similar to the one-dimensional fishing statistic developed by Baker (1992).

Another application of the DHIS is to provide automated (shadowgraph) images of the fine details of small ice crystals. An example of the capability of the DHIS to capture and reproduce the fine structure of small particles is seen in Fig. 10, which shows one barb of a small Guinea feather. The optical system used in the DHIS for these images was re-configured to have a maximum resolution of 3 μm. Shown at the top in Fig. 10 is an in-focus image of the barb, in the middle is a hologram and at the bottom is an image numerically reconstructed from the hologram. The small barbules seen in both images range from 5 to 15 μm in width. In the hologram, information about the fine details is contained in the small interference fringes seen throughout the image. The quality of the image numerically reconstructed and shown in the right image in Fig. 10 is excellent and demonstrates the ability of the DHIS to reproduce the shapes of small ice crystals.
"Digital" Image Reconstruction

Fig. 6. Surface plot of (left) reconstructed image using optical process shown in Fig. 5 at lower left, and (right) surface plot of reconstructed image using DHIS process shown in Fig. 5 at lower right. Horizontal axes are in units of (5 μm) pixels and vertical axis is relative intensity. Comparison demonstrates significantly increased signal-to-noise of DHIS process.

This aspect of the instrument will be particularly useful in studies of ice crystals in visible and subvisible cirrus, and in studies of the origin of ice crystals in water clouds.

3. Cloud drop spectrometer

3.1. Description of instrumentation

Measurements of the size spectra of cloud droplets were improved by the introduction of the FSSP (Knollenberg, 1981). However, inherent limitations of the FSSP result from the single-drop measurement scheme; i.e., measurement of the forward scattered light from a single particle results in a small sample volume and introduces coincidence errors (Baumgardner et al., 1985; Brenguier, 1989).

The Cloud Drop Spectrometer (CDS) measures forward scattered light from an ensemble of drops in a relatively large (order 10 cm$^3$) sample volume. As
shown in the schematic drawing of the CDS in Fig. 11, forward scattered light is measured with high angular resolution using a linear array of 256 CCD photodetectors. The electro-optical components were packaged in Spindler–Hoyer microbench miniature rails and optics holders. The microbench components are very sturdy and precise, yet the component arrangement is flexible and can be readily modified. The components were mounted on an optical bench in the laboratory and later packaged in an airfoil strut for tests in an icing wind tunnel (see photographs in Fig. 12).

Since airborne instruments that depend on precise optical alignment are generally not robust, the CDS was designed so that alignment changes do not have overriding effects on the data. Instead of weighting and summing in hardware the individual components of the scattered light, we have eliminated the variable density filters and single photodetectors used in other devices (e.g., Blyth et al., 1984; Gerber, 1992) and replaced them with a multi-element photodetector array. Fig. 13 shows schematically the 256-photodiode CCD array (EG&G model RL0256 TBQ) and an example of a diffraction pattern of light scattered from a single drop. The photodiode array has high aspect-ratio pixels with dimensions of $50 \times 2500 \mu m$ and measures the scattered light at about 240 discrete angles.

The precision V-shaped mask shown in Fig. 13 is made from a photographic process using graphics art film. The mask increases the dynamic range by occulting the active area of the CCD array at the smaller angles where the scattered light intensity is much greater than at the larger angles. Since the angular intensity of
the scattered light is inversely proportional to drop radius, it is important to be able to measure light at very small angles (say, <0.1°). The unscattered beam focuses to a spot with an intensity 10⁶ times that of the scattered light only 100–200 μm away, where measurement must begin. The mask material must completely absorb the focused light (0.1% scatter significantly corrupts the measurements) while remaining nearly transparent a few μm away. With careful exposure control, thick emulsion, high contrast, graphics art film (Kodak Ektographic HC) is capable of this kind of performance. The film density can be adjusted so that just enough of the focused beam penetrates for position and relative intensity measurements by the CCD array, while maintaining 75% transmission values and <5 μm resolution over nearby pixels.

The mask cannot be placed directly onto the surface of the CCD array due to the glass cover plate bonded over the CCD chip. If the mask is placed on the cover plate, then there is an unavoidable 1 mm gap between the mask and the active photodiodes of the CCD array. Since some light scattering occurs within the acetate substrate of the graphics art film, this small distance to the CCD pixels is enough to allow for significant blurring of the light pattern, especially at the smaller angles, where the light intensity changes rapidly from pixel to pixel. This causes the low-angle noise in the signal to become partially signal-dependent, a situation nearly impossible to correct in software. To avoid this problem, an optical relay lens is used to relay the image of the mask directly onto the active surface of the CCD array. To further reduce the spurious scattered light, the laser diode is spatially filtered by passing the focused beam through a 100 μm pinhole before re-collimating. This has the effects of reducing the intensity of the beam sidelobes, and hence the background scattered light seen by the CCD array. The cross section of the laser light is expanded to 6 by 18 mm and the sample path shortened to about 100 mm (i.e., 0.6×1.8×10 cm).

The electronics in the instrument converts the distribution of scattered light on the CCD array to a video signal which is resolved over five decades of dynamic range. The signals from the CCD array are converted to video and then digitized by a 14-bit analog-to-digital converter. The signal processing electronics currently present digital data at a rate of up to 100 samples per second to an adapter board located in a PC-486 computer. Data rates up to about 1 kHz are possible. Data collected by the adapter board in a PC-486 computer are read, processed, displayed in real time and raw data are written to a file by a dedicated C-language device driver. Using Matlab software, additional software was developed to process and display the archived data.

3.2. Recovery of liquid water content

Theory

The intensity of forward scattered light is measured at various positions in the focal plane of a condensing lens. This gives the amount of light scattered in the sample volume as a function of scattering angle, irrespective of where in the sample volume the scattering takes place. The intensity of light scattered by a cloud
droplet is a sensitive function of both the scattering angle $\theta$ and the droplet radius $r$. The intensity distribution for a single drop, $K(\theta, r)$, can be calculated from Mie theory (Blyth et al., 1984).

A clever method of determining LWC from the scattered light measurements was introduced by Chittenden (1976) and discussed in Blyth et al. (1984). As shown in Fig. 13, the scattered light is sampled at a number of discrete angles, $\theta_j$, $j=1\rightarrow M$. An output function, $F(r_i)$, can be defined on discrete values of the radius, $r_i$, $i=1\rightarrow N$, as the weighted sum of the light received at the discrete angles:

$$F(r_i) = \sum_{j=1}^{M} K(\theta_j, r_i) \ast W_j, \quad (i=1\rightarrow N), \quad \text{or} \quad \vec{F} = K \ast \vec{W}, \quad (4)$$

where $K(\theta, r_i)$, the scattering function, is normalized to represent the light scattered by one unit volume of particles of radius $r_i$, and $W_j$ is the weighting value.
for angle $\theta_j$ (i.e., the weight for detector $j$). If weights $W_j$ can be found such that the output function is proportional to the volume of the drops, i.e., $F(r) \propto Cr^3$, then the output of the instrument will be proportional to LWC regardless of the specific size spectrum of the cloud drops in the sample volume.

To find the weights $\hat{W}$, an output function, $\hat{F}$, is defined and then Eq. (4) is inverted. The problem is to create the desired function from a sum of diffraction functions, i.e., the columns of $K$. These diffraction functions are not orthogonal to each other, hence completely arbitrary output functions cannot be formed. This problem is addressed by limiting the range ($r_i$) of the output function to those radii which produce a significant amount of scattered light within the chosen range of $\theta$.

The system of Eq. (4) can then be solved for the set of weights $\hat{W}$, that produce the output function with the minimum RMS difference from the target function. The weights must be non-negative only if they are implemented by optical filters, such as in the airborne device described by Gerber (1992), however, this constraint is not necessary here where the basis functions are weighted in software. Overdetermining the system (more $r_i$ than $\theta_j$) has been found to give a more
Fig. 9. Reconstructed images (upper) and corresponding (lower) surface plots from hologram of water drops shown in Fig. 8. Images were reconstructed from hologram by numerically stepping through sample volume. Corresponding surface plots show relative intensity of drops as focal plane is numerically stepped through sample volume and illustrate strong signal-to-noise ratio capable of supporting automated image processing.
stable solution. The technique provides a direct optical measurement of LWC that does not suffer from the uncertainties inherent to single-drop analysis, such as found with the FSSP.

Tests in an icing wind tunnel

A prototype of the CDS was built and tested in the icing wind tunnel operated by the National Research Council (NRC) of Canada in Ottawa, Ontario. The prototype CDS was constructed of Spindler–Hoyer Microbench components, which are very versatile and maintain rigid optical alignment (Fig. 12).

A problem that typically plagues in situ optical sensors is fogging and/or wetting of the optics in clouds. For example, Brenguier et al. (1993) discuss problems of icing and fogging of the optics in the FSSP. Based on numerical models of flow around aerodynamic bodies (Lawson and Rodi, 1992) and experience gained in the design of a SPEC precipitation imaging spectrometer (Lawson et al., 1993), custom non-wetting apertures (windows) were developed for the CDS. The wind tunnel was operated at 20°C at speeds from 10 to 95 m s⁻¹ and the optics in the CDS showed no contamination, while at the same time the optics in the FSSP in the tunnel showed clear evidence of fogging (J.W. Strapp, 1993, pers. commun.). The pattern of background light recorded by the CDS is displayed in
real-time, so that if there were any optical contamination it would be obvious as soon as the spray nozzles are turned off.

The standard used for LWC measurements in non-icing conditions in the NRC tunnel is the King LWC probe (King et al., 1978, 1985). A modified FSSP-100 with 15 size bins, each with 6 μm size resolution was used to determine size spectra; however, NRC personnel have found that integrating the drop spectra from this (modified) FSSP to give LWC usually produces errors when LWC > 1 g m⁻³.

Nine different tunnel spray settings were used during a 40 min test. Fig. 14 shows FSSP and King LWC, FSSP drop concentration and tunnel speed during the test. The droplet spectra from the first eight runs were very similar and the drop concentration increased to produce proportional increases in LWC. The air pressure to the spray nozzles was decreased before setting 9 which shifted the spectrum toward larger sizes. Fig. 15 shows a comparison of the drop spectra for spray settings 8 and 9.

The individual optical weighing functions, normalized LWC output function and LWC for the SPEC instrument are shown in Fig. 16. Note that processing the angular measurements in software instead of using optical filters allows for the use of negative weighting functions, which produces a nearly flat output function out to drop diameters of 75 μm. (Theoretical computations suggest that for a
Fig. 10. In-focus image (a) of barb of feather from Guinea bird. Hologram of feather (b) was taken 0.5 cm from focal plane. Image shown in inverse video (c) was numerically reconstructed from hologram and demonstrates capability of DHIS to reproduce fine detail of features (barbules as small as 3 \( \mu \text{m} \)).

CDS with these optics, a flat output function can be achieved out to about 150 \( \mu \text{m} \).

Fig. 17 shows a comparison in LWC measurements from the King, FSSP and SPEC probes for the 9 spray settings used in the tunnel. Very good agreement is seen between the King and SPEC probes, and as expected, the FSSP LWC diverges from the King values at concentrations \( > \sim 1 \text{ g m}^{-3} \). Also, notice in Fig. 16 that the output of the CDS returns very accurately to zero each time the spray is off. This is an intrinsic characteristic of the instrument, i.e., it is not necessary to perform any calibration to achieve this.

3.3. *Droplet spectrum measurement*

*Theory*

For an ensemble of droplets, described by a size distribution function (size spectrum), \( f(r) \), the total scattered intensity is
Fig. 11. Schematic drawing showing how light scattered from a drop at one particular angle is transformed into a unique signal on a segmented photodetector.

\[ I(\theta) = \int_{r=0}^{\infty} K(\theta,r) \ast f(r) \, dr, \]  

(5)

where \( K(\theta,r) \) is the normalized droplet scattering function introduced in Eq. (4). This assumes that the scattered light pattern of an ensemble can be described as the linear superposition of the pattern from each droplet. This assumption is valid if two conditions hold:

(i) There is little multiple scattering. This assumption is valid to nearly 50% extinction of the incident beam (Blyth et al., 1984).

(ii) The scattered light adds incoherently. This is true if there are many droplets \((\gg 100)\), so that interference effects average out.

Since \( I(\theta) \) is measured and \( K(\theta,r) \) can be calculated by diffraction theory for ideal, or Monte-Carlo methods for real optical systems; Eq. (5) can be inverted to yield \( f(r) \), the droplet size spectrum.

An analytical solution for Eq. (5) was found (independently) by Chin et al. (1955) and by Shifrin (1956) for the droplet distribution, \( f(r) \), for the specific case where the scattering function, \( K(\theta,r) \), is approximated by means of diffraction theory. That is, if in Eq. (5) the scattering function, \( K(\theta,r) \), is given by

\[ K(\theta,r) = \frac{I(0)[2\pi r J_1(2\pi)]^2}{\theta^2}. \]  

(6)

Then, the droplet distribution, \( f(r) \), is given by
Fig. 12. Photographs of (top) microbench optics and CCD electronics and (bottom) same components packaged in an airfoil strut for testing in the NRC icing wind tunnel. The laser beam enters and exits the sample volume (rectangular tube) via special non-wetting windows (see text for further discussion).

\[ f(r) = -\frac{\pi^2}{r^2} \int_0^{\infty} \chi(x\theta) \phi(\theta) d\theta, \]  

(7)
where

\[ \chi(x\theta) = x\theta J_1(x\theta) Y_1(x\theta); \quad x = 2\pi r, \quad \psi(\theta) = \frac{d}{d\theta} \left( \theta^3 \frac{I(\theta)}{I(0)} \right) \]

(8)

and \( J_1, Y_1 \) are Bessel functions of the first and second kinds.

The analytical solution appears attractive, but it is difficult to apply to optical systems that include non-ideal effects, such as vignetting, noisy and missing data. It is also somewhat ironic that the analytical solution actually requires more computer time to calculate (due to the Bessel functions) than numerical methods. However, the \( \psi_2 \) term that appears in the analytical solution Eqs. (6)–(8) is a useful weighting function in numerical solutions and is the basis for the gain function used in the CDS; i.e., the V-shaped mask (Fig. 13) produces \( \theta^2 \) and variable electronic gain achieves an additional factor of \( \theta \), resulting in an effective gain of \( \theta^3 \).

Several candidate numerical solutions are discussed in Riley and Agrawal (1991). In general, numerical solutions can be posed in the following way: Assuming that we sample the scattered light at a number of discrete angles, \( \theta_j, j = 1 \rightarrow M \), and that we wish to know the droplet spectra, \( f(r) \), at a range of discrete radii, \( r_i, i = 1 \rightarrow N \), we can then approximate Eq. (8) with a summation:

\[ I(\theta_j) = \sum_{i=1}^{N} K(\theta_j, r_i) * f(r_i), \quad (j = 1 \rightarrow M), \]

(9)

or, in matrix notation,

\[ \vec{I} = K' \ast \vec{f}, \]

where the matrix, \( K' \), can be seen to be the transpose of the matrix in Eq. (4).

This system of equations can then be solved for the droplet spectra, \( f(r) \), if the
Fig. 14. Data from the NRC icing wind tunnel. Upper Left: Liquid Water Content (LWC) from the PMS FSSP probe. Upper Right: Drop concentration from FSSP. Lower Left: King Probe Liquid Water Content.

The system is well-enough conditioned. The conditioning of the equation system can be sensed and repaired by the analysis program itself. The numerical method used must successfully contend with two unavoidable problems: noisy data and missing data. In general, data can be missing from both large angles, $\theta$, and at small angles due to the limited size of the photodetector array, and at small angles due to the geometry of the instrument or interference by the strong unscattered beam.

The methods available to deal with imperfect data are first, to adjust the ranges of $\theta$ and $r$, in Eq. (9), and second in the choice of solution technique. The basic methods are as follows:

(i) Adjustment of variable range:

The range and spacing of angles over which data are taken is limited by the design of the instrument. In general, the larger the range and the finer the spacing of data in $\theta$, the more information that can be recovered about the distribution $f(r)$. Numerical simulations by Cormack and Lawson (1993b) have shown that the number of bins, $i$ in $r$, for which information can be reliably recovered from a number of measurements, $j$, of $I(\theta)$ (assuming no more than 5% noise level) is approximately $i = j/4$. Thus, the linear sys-
tem, Eq. (9), must be overdetermined by a factor of four.
Missing data are accounted for by adjusting the ends of the size range, \( r_c \).
Data missing at the low angle end of \( \theta \) are compensated by limiting \( r \) to
below a maximum size. Data missing at the large angle end of \( \theta \) are com-
penated by similarly limiting the range of \( r \) to be above a minimum size.

Solution techniques:
Numerical solution techniques fall roughly into two categories, uncon-
strained and constrained. The unconstrained technique is just the solution
of the overdetermined system Eq. (9) by the means of least squares. Con-
strained techniques are the least squares method constrained to produce
various results such as non-negative values for \( f(r) \), or a “smooth” \( f(r) \)
(i.e., the “Phillips-Twomey” method—see Bayvel and Jones, 1981).

Constrained techniques usually require an iterative solution algorithm that
must be repeated for each new data set, while the unconstrained technique
can be encoded into a “pseudo-inverse” matrix, and each subsequent drop-
let distribution found requires only a matrix-vector multiply to generate.
Fig. 16. Graphs of (upper left) pixel weighting function, (upper right) calculated output function and (bottom) resulting LWC output from the SPEC instrument during the NRC wind tunnel test. (Note: the SPEC instrument was sampled intermittently during the tests so that the horizontal axis on the bottom panel is not a continuous time scale.)

Measurements of drop spectra

Since precisely-sized drops are difficult to generate and suspend in the laboratory and there is no standard measurement device, we investigated the particle sizing capability of the CDS using aqueous suspensions of polystyrene spheres.\(^3\)

Suspensions of spheres with known size distributions (obtained from Duke Scientific in Palo Alto, California) were placed in optical-quality spectrographic sample cells (supplied by NSG Precision Cells Inc. of Farmingdale, New York) and the cells placed in the sample area of the CDS.

A number of corrections to the numerical calculations and to the physical setup

\(^3\) We did not compare the drop-size spectra measured by the FSSP and CDS during the Ottawa wind tunnel tests (discussed in the previous section). This was because the background light level in the first prototype version of the CDS was too high for good recovery of drop size spectra. The relatively high background light level was due to scattering of light from the mask which was bonded to the quartz coverplate about 1 mm in front of the CCD array. Improvements to the prototype were made by adding optics to relay the image of the V-shaped mask directly onto the CCD array, thus eliminating the stray light scattered from the mask.
Fig. 17. Comparison of LWC measurements during the NRC wind tunnel test from the FSSP (dotted line), King Probe (dashed line) and SPEC instrument (solid line).

were needed to correct for the differences between this test setup and the measurement of cloud droplets:

(i) The scattering functions were re-calculated (using Mie theory) accounting for the index of polystyrene spheres (1.579) in water (1.328) at a wavelength of 0.78 \( \mu \text{m} \).

(ii) The change in scattering angle of the light leaving the water-filled test cell had to be accounted for, using the refraction relation

\[
\sin(\theta_{\text{air}}) = \frac{n_{\text{water}}}{n_{\text{air}}} \sin(\theta_{\text{water}})
\]  

(The effect of the intermediate glass interface cancels out.)

(iii) In order to prevent interference fringes due to multiple reflections in the test cell from contaminating the data, the test cells had to be rotated \( \approx 15^\circ \) from the normal incidence angle to the beam.

With these modifications to the numerical and physical setup, we were able to obtain excellent agreement between (Mie) theory and CDS measurements of light scattered from suspensions of polystyrene spheres in the laboratory. For example, Fig. 18 shows plots of the (top) measured and (bottom) theoretical intensity of
scattered light from a suspension of 30 μm polystyrene spheres.\(^4\) The x-axis is in pixel number and the y-axis is in digitizer counts. The background reading has been subtracted from the data. The bottom plot in Fig. 18 shows the expected signal calculated from Mie theory (y-axis is arbitrary). To calculate these data, we have included compensation for the \((\theta^3)\) instrument gain (due to the variable size mask, variable integration time, and optics vignetting), plus the finite width of the size distribution and its Gaussian shape. It is worthwhile noting that, in order to produce an output such as Fig. 18, the prototype CDS is measuring light intensities that vary by nearly six orders of magnitude over a distance of only 1 cm on the CCD array.

The jagged sub-peaks on the top curve in Fig. 18 are due to speckle noise, and limit the size of the largest drops measurable. When the period of the scattered light is small enough (for large drops) then the signal cannot be separated from the speckle noise by low-pass filtering. At this point, results become unreliable. The exact size where this happens has yet to be precisely determined and depends to some extent on the technique of signal recovery, but we estimate it to be \(\sim 150 \mu m\) drop diameter.

Although results from the measurements and theory are very similar, (i.e., Fig. 18) there are still some discernible differences, especially at the low and high angle ends of the data. Some of this difference is due to inaccuracies in the cal-

\(^4\) The manufacturer quotes a mean size and standard deviation of 29.9 μm ± 0.2 μm for the 30 μm solution of spheres. The other solutions tested were not as precise, having means and standard deviations of 3.4 μm ± 0.8 μm, 10.2 μm ± 1.9 μm and 21.7 μm ± 3.2 μm.
Fig. 19. Size spectra recovered from laboratory measurements through test cells filled with aqueous suspensions of polystyrene spheres (see text for further discussion).

culation of the instrument gain curve (gain vs. scattering angle). This can be corrected with more laboratory calibrations. Another difference factor is the non-ideal features of the test sample. Microscopic examination of the polystyrene sphere sample shows a small percentage of broken spheres and clustered spheres. The light scattering contribution of these defects cannot be calculated, and is therefore not known.

Using the modified Phillips-Twomey numerical method mentioned previously, we were able to extract the size spectrum and concentration of polystyrene spheres for sizes from 3.4 μm to 30 μm, as shown in Fig. 19. These figures show good recovery of mono-dispersed and bimodal size distributions of the polystyrene spheres. The small spread in the (mono-dispersed) distributions may be due to many factors, including break-up and clustering of the spheres, changes in the index of refraction of the medium due to changes in temperature, uncertainty in the gain function of the CDS and limitations of the numerics. In atmospheric applications, problems with clustering and variation of index of refraction in the medium will not be present. Quantification of the gain function can be improved through more sophisticated laboratory measurements and with more study the numerics can be refined.

4. Summary

Measurement limitations of current cloud microphysical instrumentation produce significant uncertainties in drop-size spectra, liquid water content (LWC)
and the concentration and shape of small ice crystals. Two new instruments with potential to reduce these measurement uncertainties were described theoretically and results of laboratory and wind tunnel tests were discussed.

A Digital Holographic Imaging System (DHIS) uses digital in-line holography to extend the optical depth-of-field (DOF) over in-focus imaging techniques by up to a factor of 1000. Extending the DOF provides a commensurate increase in sample volume, a limiting factor in conventional optical imaging systems. Laboratory tests of the Signal/Noise (S/N) of the DHIS showed a 10–20 times improvement over optical (film) holography. This improvement facilitates (for the first time with high confidence) automated analysis of the size and three-dimensional positioning of cloud drops. Besides providing three-dimensional drop spacing, this also gives an explicit measurement of LWC. Additional laboratory tests suggest that the improved S/N has also made possible a significant reduction in the minimum detectable drop size, from about 6 μm to ~2 μm. The DHIS can also give high-resolution measurements of the size and shape of small ice crystals. This information is needed to determine the optical scattering properties of cirrus clouds and the origin of small ice in water clouds.

The second instrument described, a Cloud Drop Spectrometer (CDS), measures with high (0.035°) angular resolution the forward scattered light from an ensemble of cloud drops. A CCD array with 256 photodiodes measures the scattered light. The inherent limitations associated with single-drop scattering measurements (i.e., small sample volume and coincidence errors) are eliminated. LWC is computed by weighting the angular measurements in software using a technique reported in Blyth et al. (1984). The ability to perform the calculations in software allows for negative weights, which is not possible when the weighting is done optically. Also, measurements of raw scattered light can be used to remove changes in background illumination, providing an autocalibration feature. CDS measurements of LWC in an icing wind tunnel agreed well with the tunnel standard. Drop-size spectra are computed in software using inversion techniques. Laboratory measurements of aqueous solutions of polystyrene spheres strongly suggest that the CDS can accurately size drops in water clouds; however, more laboratory and controlled wind tunnel tests are needed.
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